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1. INTRODUCTION

Flexibility and mobility are essential for the function of biological macromolecules. As a prominent example, adenylate kinase undergoes large conformational changes of its domains during a catalytic cycle [1,2]. These movements are coupled to small-amplitude fluctuations on the picosecond timescale of backbone atoms, such that local backbone conformational changes are required for the lid closure to occur [3]. As another example, the ribosome behaves in a highly dynamic fashion and so acts as a molecular “machine,” with the large-scale, low-frequency, ratchet-like movements of both subunits as the most dominant motions [4–10]. However, motions on a smaller scale are no less important, as demonstrated by the active role of the ribosomal exit tunnel in cotranslational processes [11]. Overall, these examples demonstrate that biological macromolecules have an intrinsic ability to switch between conformationally distinct states under native conditions and that conformational transitions occur on a wide range of scales, both in time and in space.

The ability to undergo conformational transitions becomes particularly pronounced in the case of ligand binding to several pharmacologically important proteins, for example, HIV-1 protease [12] (Fig. 1), aldose reductase [13], FK506 binding protein [14], renin [15], and DHFR [14]. The mutual conformational adaptation of binding partners is referred to as plasticity. Receptor plasticity is also a hallmark of DNA [16] or RNA [17–20] targets. Frequently, hydrophobic interactions between receptor and ligand lead to the observed plasticity, giving rise to the notion of a “hydrophobic collapse” of a receptor around a ligand [21]. Likewise, binding pockets that show large conformational changes have been found to be dominated by hydrophobic–hydrophobic or aromatic–aromatic residue pair interactions, whereas pockets that do not undergo conformational changes are dominated by mostly polar interactions [22]. Disorder-to-order transitions of intrinsically unfolded proteins upon complex formation are found as an extreme case of collapse [23–25].

Motion (or mobility) of the biomacromolecule is a prerequisite for receptor plasticity. Mobility describes actual movements in terms of directions and amplitudes. Flexibility (and the opposite, rigidity), however, is a static property that only determines the possibility of motion, whereas nothing actually moves [26]. As such, flexibility is not necessarily a prerequisite for mobility, as rigid parts of a biomolecule, for example, domains, may well move as a whole, for example, when connected by hinges. Still, knowing which parts of a biomolecule are flexible or rigid is valuable because it considerably simplifies the task of modeling biomacromolecular mobility.

The above examples of receptor plasticity demonstrate that the “rigid receptor hypothesis” [21], which is based on the “lock and key” model [27] of molecular recognition and has served as an underlying principle in structure-based ligand design (SBLD) and in silico screening, is no longer tenable. Instead, the ability to understand and predict receptor plasticity, and hence, to deal with protein flexibility and mobility, becomes central for a more in-depth understanding of molecular recognition processes [28] and success in SBLD and in silico screening. In fact, if protein–ligand docking is performed with the assumption of a rigid active site in those cases where actual protein movements have been observed, a dramatic drop of the docking accuracy is observed [29,30]. Whereas a docking success rate of 76% was reported for docking a ligand back to the protein structure derived from the ligand’s cocrystal structure (“redocking”), this rate dropped to only 49% when the ligands were docked against protein structures derived from other ligands’ cocrystal structures (“cross-docking”) [30]. Similar drop-offs have also been reported by others [31,32]. The drop in docking accuracy
was often found to be mirrored by the degree to which the protein moves upon ligand binding [31,33], so that docking to an apo form usually shows the largest deterioration [29].

Notably, biomacromolecular flexibility and mobility is not limited to influencing only steric complementarity and, hence, direct interactions between the binding partners. Rather, flexibility and mobility and their changes upon complex formation can give rise to pronounced additional, indirect energetic and entropic contributions to the binding affinity [28]. At present, these contributions are almost completely neglected in current SBLD approaches. Finally, protein flexibility and mobility provide a basis for allosteric regulation, which is considered to be advantageous compared to competitive regulation [34]. In contrast to the “classical view” [35,36], where allostery is explained by the occurrence of conformational changes, the “modern view of allostery” [37] considers the allosteric modulator to change the population of conformational substates that are already accessible in the global ensemble of the system [38,39]. This leads to differences in binding or signal transduction properties of the system [34,36]. Thus, this view emphasizes the role of (changes in) the protein flexibility as an entropic carrier of allosteric information [37,40–42]. Several opportunities exist to exploit the “modern view of allostery” for SBLD [43], which require a thorough understanding and accurate modeling of protein flexibility and mobility, however.

In this chapter, we will focus on the first two aspects of biomacromolecular flexibility and mobility in SBLD: modeling receptor plasticity and the energetic and entropic contributions to the binding affinity. With respect to the first, we particularly consider how protein plasticity can be incorporated into docking approaches. We feel that, from a computational point of view, these fields have seen the most progress over recent years.

2. MODELING RECEPTOR PLASTICITY IN SBLD

For incorporating protein plasticity into docking approaches, two requirements need to be met. First, one needs to detect what can move and how. Second, this knowledge needs to be transformed into a docking algorithm. As for the former, knowledge about moving protein parts can be gained from experimental information as well as established techniques such as molecular dynamics (MD) simulations, graph–theoretical approaches, or normal mode analysis. As for the latter, a multitude of approaches has been presented that range from considering protein plasticity only implicitly to modeling side-chain movements to also including backbone changes. In all cases,
making a tradeoff between accuracy and efficiency is required. Figure 2 shows a flow chart summary of the different approaches described in this chapter. Table 1 lists Web site addresses of programs or servers implementing these algorithms.

2.1. Determining Protein Flexibility and Mobility

Protein plasticity comprises a range of possible movements, from single side chains to drastic structural rearrangements as seen in calmodulin [44]. Recent studies indicate, however, that with little effort much should be gained. Najmanovich et al. [45] indicated that many conformational changes can be captured by side-chain motions only, based on the finding that rotations in side-chains of up to three residues account for ~85% of all the cases where there is a conformational change upon ligand binding. These findings were corroborated by a study by Zavodszy and Kuhn [46], according to which side-chain rotations were proven to be necessary for correctly docking about half of the protein–ligand complexes considered. However, 95% of the rotations were smaller than 45°. Regarding backbone \(\phi/\psi\) changes, Gunasekaran and Nussinov [22] concluded that such dihedral angle changes upon ligand binding are in general minimal, with the most frequent large changes between the right-handed \(\alpha\)-helical and the extended regions. On the contrary, changes between the \(\epsilon_R\) and the \(\alpha_L\) regions were almost never seen, as they would require crossing a high-energy barrier. Apparently, these studies suggest that a protein follows a minimal energy penalty pathway to achieve required conformational changes. Considering such findings will help in developing efficient fully flexible protein–ligand docking approaches (see Section 2.2).

**Figure 2.** Flow chart showing the different approaches described in this chapter. For each subgroup, the level that we expect each method to impact the modeling of protein flexibility in *in silico* screening is related to the method’s complexity. In addition, the overall complexity of the different tasks is depicted. Numbers in parentheses denote the section where each approach is described.
Here, we focus on techniques for the prediction of protein flexibility and mobility that are either characterized by well-established methods that are increasingly applied in SBLD or considerable developments recently. In particular, we emphasize three distinct areas of research: molecular dynamics simulation-based methods, flexibility analysis-based and geometry-based methods, and harmonic analysis-based methods.

2.1.1. Molecular Dynamics Simulations-Based Methods Molecular dynamics simulation is one of the most widely applied and accurate computational techniques currently being used in the field of macromolecular computation [47–49]. By analyzing the trajectory of a molecular structure through phase space, important information related to SBLD can be derived. This includes the analysis of flexible and mobile regions of the macromolecule and the generation of multiple conformations of a protein.

Regarding receptor plasticity, the potential of MD to enhance SBLD was demonstrated by a recent study, which predicted an intermittent opening of an unknown favorable binding trench adjacent to the catalytic site for HIV-1 integrase [14]. The prediction was experimentally validated later on [50]. Likewise, Carlson et al. [51] developed a new method for generating dynamic pharmacophore models.
to compensate for the inherent plasticity of an active site. This method identifies conserved binding regions over multiple configurations of the active site and uses those regions to define a complementary model.

Improvements in MD simulation techniques and increased computational power have recently allowed performing MD simulations on unbound protein states that clearly show a potential for generating conformations that mimic bound states. Using an artificially low solvent viscosity in a MD simulation [52] of unliganded HIV-1 protease, a comprehensive sampling of the protein’s conformational space was achieved, which shaded light on the flap dynamics of the protein. Remarkably, multiple conversions between a “closed” and a “semiopen” form observed in crystal structures of inhibitor bound and unliganded protein, respectively, were observed, including reversal of the flap “handedness.” In an MD study [53], starting from the unbound form of aldose reductase, a set of distinct conformational substates was identified, which may prove useful as input for flexible docking approaches (see Section 2.2). Similarly encouraging results were reported for the identification of transient pockets in protein–protein binding epitopes by the groups of Helms [54] and Gohlke [55]. Overall, these results are in agreement with the “conformational selection” model [38,39], according to which an appropriate receptor conformation is “picked” during binding from an ensemble of rapidly interconverting conformational species of the unbound macromolecules.

### 2.1.2. Methods Based on Flexibility Analysis and Geometry-Based Methods

Methods based on flexibility analysis of biomacromolecules and geometric simulations are becoming valuable alternatives to force field-based MD simulations for predicting receptor flexibility and mobility due to their lower computational burden. For analyzing protein flexibility, a single, static structure is, first, represented as a so-called bond-bending network or molecular framework, where nodes represent atoms and edges represent covalent and noncovalent interactions. A fast combinatorial algorithm, the “pebble game,” then identifies rigid, overrigid, and flexible regions by counting bond-rotational degrees of freedom in the network. This algorithm has been implemented into the FIRST (floppy inclusion and rigid substructure topology) software [56]. FIRST analyses have been used to accurately identify rigid regions as well as collectively and independently moving regions in a series of proteins [57,58]. Recently, the approach has also been extended to RNA structures [59,60]. FIRST results allow investigation of the internal degrees of freedom within a biomacromolecule at different levels of detail: (1) flexibility characteristics at the bond level are instructive for the analysis of binding site regions; (2) flexibility characteristics of larger regions can be related to potential global movements; and (3) rigid cluster decompositions provide hints about movements of structural parts as rigid bodies. The results also allow analysis of the long-range aspects of rigidity percolation, according to which local interactions between a ligand and a receptor may lead to a rigidification of the system at distances beyond the interaction range. Such an effect has been found in the case of a protein–protein complex formation [61], where additional interactions across the interface led to a propagation of rigidity through the binding partners.

As mentioned above, the flexibility analysis provides a natural coarse-graining of macromolecules based on rigid regions [62]. This knowledge can be further exploited for simulating protein mobility using constrained geometric simulation (CGS) [63–65] or as input for elastic network-based approaches (see Section 2.1.3) [66]. CGS-based methods either explore the rigidity-restricted conformational space by satisfying ring closure equations, as given in the program ROCK (rigidity optimized conformational kinetics) [63], or rearrange flexible and rigid parts as “ghost templates,” as implemented in FRODA (framework rigidity optimized dynamic algorithm) [65]. From an application point of view, structures resulting from these approaches were used in flexible docking to cyclophilin and the estrogen receptor [67] or in docking studies of the multisubunit protein complex photosystem I [68].

An alternative geometry-based simulation method is CONCOORD (from CONstraint to
COORDinates) [69,70], which applies concepts from distance geometry [71] and generates conformations by satisfying distances and angle constraints. In an application to hyaluronate lyase [72], whose size precludes the use of MD to investigate biologically relevant timescales, flexibility (allosteric) information and functional implications were derived by CONCOORD. Furthermore, Mustard and Ritchie [73] showed that docking to multiple structures, which were obtained by an essential dynamics study following a CONCOORD run, generates better docking predictions than docking only to unbound or modeled structures.

2.1.3. Harmonic Analysis-Based Methods

For a long time, normal mode analyses (NMA) have been used to study large-amplitude motions in biomacromolecules [74–76]. About a decade ago, elastic network models (ENMs) were developed, which use simplified force fields [77] and coarse-grained macromolecular models [66,78–82]: the Gaussian network model (GNM) [83,84] and the anisotropic network model (ANM) [85–87]. Since then, ENMs have been applied to a vast range of problems concerning the flexibility/mobility of biomacromolecules [88–91].

Notably, conformational changes upon ligand binding are found for most of the proteins to occur along the lowest energy (frequency) modes calculated by NMA or ENM of the unbound protein. These modes usually involve large-amplitude and correlated motions [74,78,87,92]. Accordingly, ENMs have been mostly applied as an a posteriori analysis in combination with experimental studies, for example, for examining functional dynamics in Escherichia coli adenylate kinase, HIV-1 reverse transcriptase, and influenza virus hemagglutinin [93–95], cooperative and allosteric dynamics in tryptophan synthase [96], and binding effects in HIV-1 reverse transcriptase [94]. In agreement with the above findings, ENM have also been successfully used for efficient conformation and pathway generation, which can be exploited for docking studies [97–100] (see Section 2.2.3).

In addition to large-scale dynamical analysis, in particular, GNM has been successfully applied for residue level analyses, too [84,101–103]. At first sight, this is surprising, considering the simplicity and coarse-graining of the underlying model. Yet, high-frequency modes of GNM have been shown to be important for the identification of binding “hot spot” residues [84], catalytic residues [102], and protein-binding sites [101]. In SBLD, these studies bear the potential for efficiently identifying binding hotspot and catalytic residues. As a hybrid approach, harmonic analyses have been combined with methods that provide atomic detail such as MD. MD/NMA hybrid methods have been proposed [104–106] for amplifying collective motions along normal mode directions in a conventional MD; thus, leading to a better sampling of certain phase space regions. This method was successfully used for docking in the case of HIV-1 protease [105].

Loop motions play an important role in accommodating ligands in binding pockets, but are hard to predict. As such, for highly mobile receptors, the first few low-frequency modes identified by NMA or ENM may not describe movements of the loop region. To overcome this problem, Cavasotto et al. [100] introduced a measure of relevance of normal modes for important loop conformational changes and found that only a few low-frequency modes, usually not among the first ones, are sufficient to represent binding pocket mobility in protein kinases.

Recently, a FIRST analysis-based coarse-graining of protein structures was combined with an ENM analysis, resulting in a rigid cluster normal mode analysis (RCNMA) [66]. With this approach, predicted directions and magnitudes of receptor motions upon ligand binding agree well with experimentally determined ones (Fig. 3a), despite embracing, in extreme cases, >50% of the protein into one rigid cluster. In fact, the results of the method are in general comparable with when no coarse-graining or a uniform coarse-graining is applied; and the results are superior if the movement is dominated by loop or fragment motions. This can be explained by the fact that the appropriate coarse-graining removes irrelevant modes of the system, whereas modes related to flexible regions become more emphasized. Overall, low-frequency modes representing functional motions in flexible
regions are obtained. As a further extension of the approach, biomacromolecule conformations were then generated by deforming structures along low-energy normal mode directions predicted by RCNMA plus random direction components. Afterwards, the generated structures were iteratively corrected regarding steric clashes or stereochemical violations. The last step, termed NMSim, is similar in spirit to MD/NMA hybrid methods, but uses constrained geometric simulations instead of more time-consuming MD simulations. In total, when applied repeatedly over all three steps, the procedure efficiently generates series of conformations that lie preferentially in the low energy subspace of normal modes (Fig. 3b) [107].

2.2. Protein–Ligand Docking Approaches that Consider Protein Plasticity

Once mobility information about a protein is known, this knowledge needs to be incorporated in the protein–ligand docking algorithms. Computational efficiency is critical in this step for a thorough sampling of protein conformational space in the available computational time. Further difficulties arise when it comes to recognizing energetically accessible protein conformations among the set of decoys generated (see Section 3.1). Both findings led to the conclusion that docking including receptor plasticity is as difficult as the protein folding problem [108]. In addition to algorithmic developments, both the development of computer hardware and a better understanding of biophysical processes on the microscopic level, which lead to new models for the description of movements in biomacromolecules, have aided in considering receptor plasticity. Still, fully flexible docking requires a tradeoff between prediction quality and calculation time.

In the following sections, an overview of current fully flexible protein–ligand docking methods, which have seen a lively development recently, is given (Fig. 4). These methods can be divided into three major groups: (1) Plasticity is considered implicitly. In many cases, this is achieved by modifying already existing methods; (2) Side-chain conformational changes in the binding pocket are modeled; (3) Large-scale conformational changes including backbone motions are taken into account.

2.2.1. Considering Plasticity Implicitly From an algorithmic point of view, soft docking is the simplest approach for considering receptor plasticity. Here, repulsive contributions to the energy function are reduced either by capping van der Waals contributions or by reducing the van der Waals radii of the receptor atoms [109,110]. This allows a ligand atom to

Figure 3. Superimposition of apo (dark grey/blue) and holo (light grey/green) conformations of adenylate kinase. In (a), the amplitudes and directions of motions as predicted by the mode most involved in the conformational change are depicted as red arrows. The mode was calculated using the RCNMA approach [66] and the apo protein conformation. The amplitudes of the motions were scaled for best graphical representation. In (b), additionally, a structure generated by NMSim calculations [107] is given in medium grey/magenta. This structure has moved by about 5 Å RMSD from the apo starting structure and comes as close as 2.4 Å RMSD to the holo conformation, although no knowledge about the bound ligand was used during simulation. Figure 3a is reproduced from Ref. [66].
interpenetrate a receptor surface to a certain degree. In the case of only small side-chain rearrangements in the pocket upon binding, this should be sufficient to find a right binding pose for a ligand even when docking to an apo protein conformation. As a main advantage, this approach can be easily implemented into existing docking algorithms [111]. Furthermore, the approach should not be slower than docking considering ligand flexibility only, because no additional degrees of freedom are added to the search problem.

Along these lines, the reduced steepness of knowledge-based potentials has been recognized as an advantage over force field-based or empirical scoring functions [33,112,113], as the former functions are more robust to small changes in a receptor conformation. The potential softness can be amplified during the derivation process by "smearing" observed interactions over a larger distance range, as applied for the DrugScore scoring functions [114,115]. When extending this idea by more explicitly considering atom mobilities of protein atoms based on crystallographic B factors, however, only a slight improvement in the correlation between experimental and calculated binding affinities was found compared to when protein atomic mobility was not considered [116].

Finally, receptor plasticity can also be represented based on multiple structures, which have been derived from experiment or computational approaches described above (see Section 2.1). Here, we will focus on approaches where properties of several conformations are combined into one protein representation, leading to a mean-field approach, rather than considering the trivial solution to run a parallel docking against every conformation [117,118]. Knegt et al. [119] merged interaction energy contributions of different conformations of the target protein derived from NMR or crystallography into one "average" grid and then, performed a rigid ligand–rigid receptor docking with DOCK [120]. When tested on a database of about 150 small molecules to which known HIV-1 protease ligands were added, all active ligands could be ranked within the top 17% of the database when using the merged grids. This compares favorably to recognizing at most three inhibitors within the top 25% in the case of single structure grids. Similarly, Broughton et al. [121] used combinations of several conformations to obtain merged grids. Here, the conformations were obtained by applying short MD simulations. Österberg et al. [122] pointed out that the way how grids are combined and weighted has a dramatic influence on the outcome of the docking result. They showed that naive mean, minimum, and maximum grids performed badly, whereas a weighted averaging already applied by

Figure 4. The number of publications dealing with protein plasticity in docking over the past 10 years. The data was derived from the ISI Web of Science database (updated Nov 30, 2009) using the query “docking AND (“flexible protein” OR “protein flexibilit” OR “protein plasticit”).”
Knegtel et al. as well as a Boltzmann-weighting scheme succeeded in carrying over important binding determinants of multiple structures into a single grid representation, resulting in good dockings. After all, while promising, one should note that mean-field representations bear the risk to lead to unphysical protein representations. For example, if a moving side-chain leads to two distinct interaction regions in two different receptor conformations, the combined grid may falsely represent both these regions.

2.2.2. Modeling Side-Chain Conformational Changes

In proteins that undergo only small conformational changes upon ligand binding, side chains move as little as necessary to achieve a collision-free complex, according to the “minimal rotation hypothesis” [46]. This provides the basis for docking approaches in that protein plasticity is modeled by avoiding collisions of side chains with the ligand in the binding pocket. One of the early docking programs taking partial receptor plasticity into account was GOLD [123–125], which optimizes ligand placement and conformations of some terminal bonds of receptor side chains by a genetic algorithm (GA). Thereby, the program fosters the construction of a hydrogen-bond network. GOLD was evaluated on a test set of 100 protein complexes of which it could predict “good” complex configurations in 73% of the cases, albeit with more moderate results for hydrophobic ligands. Systematic problems in ranking very polar ligands and in ranking general ligands in large cavities have been reported, too [126]. Based on earlier developments [127–129], the latest AutoDock (version 4) now also supports side-chain mobility [130]. The user can chose side chains that should be considered explicitly during the docking run. Both the ligand configuration and the side-chain conformations are simultaneously optimized during docking, similar to GOLD. As a drawback, the number of side chains set flexible needs to be restricted to assure suitable calculation times.

As an alternative, the program SPECITOPE [109] uses side-chain rotations at a late stage of the docking in order to remove clashes between the ligand and the receptor. The side-chain rotations are done in an iterative manner: if a clash is detected, the bond of the side-chain next to the clashing atoms is rotated to remove the clash. If a clash free conformation cannot be obtained that way, another bond next to the ligand will be used. The approach was used to screen a library of 140,000 peptide fragments for the targets serine protease, a DNA repair enzyme, an aspartic proteinase, and a glycosyltransferase, each of which took about an hour. SPECITOPE was able to narrow down the library of ~140,000 peptides to 10–40 potential ligands for each of the investigated systems. Based on this concept, Schnecke and Kuhn have also proposed the docking algorithm SLIDE [131]. Here, an anchor fragment of the ligand is placed in a first step. Afterwards, the remaining fragments are added according to their database conformation, and clashes of the protein side chains and the ligand are corrected by rotation around the side-chain and ligand bonds in the nonanchor regions. As a disadvantage, only a restricted flexibility of the ligand and receptor is considered that way.

By combining soft docking with a postdocking optimization, Mizutani et al. [110] recently proposed an approach based on ADAM [132] that allows the consideration of side-chain movements. After a docking with ADAM into a “softened” cavity, clashes with protein atoms are detected and removed with the energy minimization program BLUTO by moving protein atoms locally. For a test case of 18 complexes, this approach performed better than the docking algorithms FlexX [133], Glide [134], and GOLD [124] with respect to ligand root mean square deviation (RMSD) of the top-ranked solutions.

Rotamer libraries that contain information about favorable discrete conformations provide a way to account for side-chain mobility without sampling the full conformational space of the side chain [135–137]. Following this idea, Frimurer et al. [135] used a rotamer library to generate an ensemble of tyrosine phosphate B1 structures by using three selected active site residues. The conformers were then used for flexible-ligand docking with FlexX [133]. Similarly, Kallblad and Dean [136] used a rotamer library to generate numerous conformers from a single MMP-1 structure. Subsequently, a core ensemble of
conformers was extracted by statistical methods. A synthetic inhibitor was then rigidly docked to this core ensemble using GOLD. This resulted in a good docking pose (RMSD 1.25 Å), in contrast to docking to the experimental conformation or an energy-minimized version.

### 2.2.3. Considering Backbone Mobility

The consideration of receptor backbone degrees of freedom for docking results in a very large search space. In addition, when large-scale macromolecular motions are modeled the issue of scoring the generated receptor conformation becomes critical: disfavorable receptor conformations need to be recognized as such, as they will contribute adversely to the overall binding affinity (see Section 3.1). Approaches that consider backbone mobility follow one of four main strategic ideas: (1) parallel docking into multiple conformations; (2) structurally combining multiple conformations; (3) modeling protein motions in reduced coordinates; and (4) pose optimization with MD simulations.

Regarding parallel docking, the algorithm of IFREDA (ICM-flexible receptor docking algorithm) [32] consists of three main steps. In the first step, an ensemble of receptor conformations is generated by placing the ligand at arbitrary positions and orientations into a binding pocket, followed by an energy minimization of these conformations. In this step, side-chain and essential backbone movements are taken into account, leading to an “induced-fit” of the binding pocket. As a drawback, a number of binders need to be known already. In the second step, the receptor conformations are used for a fast rigid receptor, flexible ligand docking. This is finally followed by merging the screening scores and keeping the best rank for each compound. IFREDA was tested for seven protein kinases complexes, for which it was able to generate correct conformations (RMSD < 2 Å) for 70% of the ligands in a cross-docking experiment. The dataset included structures with a backbone motion of up to 2 Å RMSD. In an attempt to improve the performance over sequential docking to multiple receptor conformations, novel ensemble docking methods have been introduced [138–140]. Here, the algorithm automatically selects a good protein structure during docking by simultaneously optimizing ligand configuration and protein conformation.

As for structurally combining multiple conformations, FlexE [141] uses experimentally determined or computed conformations as a “basis set” of receptor plasticity. By structural combination, novel adopted conformations of the receptor are generated. The search for receptor conformations is based on a so-called united protein description. This protein description prunes the search space, but at the same time allows combining alternatives to new structures that were not contained in the ensemble. That way, FlexE can account for mobility in terms of loop movements and side-chain movements. Still, the authors propose to combine FlexE with a rotamer library approach to achieve even better side-chain predictions. Likewise, FlexE’s capability to consider large main-chain variations, such as domain movements, is limited.

Vibrational modes, either obtained from normal mode analysis, ENM, or MD-derived principal components (see Section 2.1.3), describe receptor movements in terms of collective motions. Using such modes as independent variables to describe receptor motions, thus, considerably reduces the complexity of the conformational search space. One of the earliest approaches along these lines was presented by Zacharias and Sklenar [142]. In docking ligands to DNA, harmonic modes derived from the energy-minimized free DNA were combined to model receptor plasticity. About 5–40 low-frequency eigenvectors were sufficient to successfully deform the DNA from the unbound structure to the ligand-bound form, sometimes coming as close as 0.5 Å to the latter. In this early approach, high-frequency movements, for example, rotations of binding pocket side chains, were not considered. This drawback has been overcome recently for protein–ligand docking by May and Zacharias by additionally modeling side-chain mobility in terms of discrete rotamers [143]. Notably, the use of modes may not be successful when it comes to modeling curvilinear receptor motions. It is important to point out, however, that with the use of harmonic modes it is possible to calculate approximate energies for the protein deformation during the docking...
run. This is an advantage over approaches that are purely geometry-based such as FlexE. In another approach, Cavasotto et al. [100] used relevant low-frequency modes to describe loop mobility in cAMP-dependent protein kinase (see Section 2.1.3).

A novel reduced representation of protein motions for docking has been introduced by Kazemi et al. [144], who developed an accurate representation of intermolecular interactions that makes use of the high efficiency in evaluating protein–ligand interaction energies from lookup tables even in the case of a moving protein. The new lookup table function for potential fields is based on irregular, deformable 3D grids (Fig. 5). The underlying idea is to adapt a 3D grid with precalculated potential field values, which were derived from an initial protein conformation, to another conformation by moving intersection points in space, but while keeping the potential field values constant. The approach was tested by docking into deformed potential grids for which DrugScore [114] potential values were initially calculated based on apo protein structures. The grids were then deformed towards holo conformations. For data sets of HIV-1 protease and the kinases CAPK, CDK2, and LCK, this resulted in docking success rates of 67–100%. Another sophisticated data structure for encoding the conformational space of a receptor is termed flexibility tree [145]. This data structure describes the receptor as a nested system of molecular fragments, which can be involved in a variety of movement types. Implemented into the protein–ligand docking software FLIPDock [146], the data structure provides a small number of variables with which conformational subspaces are parameterized and that can be searched during docking; thus, allowing an effective modeling of receptor conformational changes.

Finally, a number of docking approaches have been published recently that are based on a two-step protocol. In the first step, methods with low accuracy are used, which are fast and applicable to large compound databases. The second step then is more accurate and time consuming. The overall goal here is to screen many compounds without compromising the accuracy. In most of the cases, this is accomplished by docking in combination with MD simulations. The docking is used for two purposes: first, as a filter to identify compounds that can actually bind to the considered target and, second, to provide decoy complex structures as starting points for MD. In

![Figure 5](image_url)

**Figure 5.** (a) Schematic view of the spatial deformation of potential fields inside a binding pocket according to movements of the surrounding protein. This deformation is modeled using irregular, deformable 3D grids [144]. (b) Docking of staurosporine into potential fields generated from a CAPK apo structure but deformed to a holo structure. Attractive potential fields for aromatic carbon and side-chain conformations of the apo structure are depicted in dark grey/blue. Deformed potential fields and side-chain conformations of the holo structure are depicted in light grey/orange. Staurosporine carbon atoms are displayed in light grey/green for the native structure and dark grey/magenta for the solution found for docking into the deformed grids (RMSD to the native structure: 0.64 Å). Note how the most significant movement of Phe327 “drags along” the potential field. Reproduced from Ref. [144].
the subsequent MD step, induced fit effects of the protein will be considered. During the MD step, it is also possible to incorporate explicit water molecules into the complex structure prediction, which is not provided by most of the docking approaches. An intriguing example of such an application is given by the insight gained into the preferential binding of cyclin-dependent kinase inhibitors. Here, Park et al. [147] studied the inhibition of CDK2 and CDK4 by three different selective inhibitors. The inhibitors reduced the mobility of a disordered loop of CDK4 but did not seriously affect CDK2. It was also discovered that the tighter binding of the inhibitor to CDK4 was an effect of a smaller number of water molecules moving into the binding site upon ligand binding. Such insights would not have been possible without the MD step. Furthermore, Cavalli et al. [148] pointed out that the combination of docking with subsequent MD simulations allows identifying those starting structures as being in good agreement with the experimental binding mode that lead to stable trajectories. Similar conclusions were also reported by Zoete et al. [149].

For approaches applying MD simulations, it has to be considered that even short MD runs require considerable computational time and, hence, are limited to only selected cases. Using energy minimization instead of MD simulations helps to overcome this problem, although a more thorough sampling of the protein conformational space is now required in the initial docking step. This philosophy is followed by the Fleksy approach [150], which uses a FlexE-based ensemble docking, followed by an effective Yasara-based complex optimization. Similarly, the previously published RosettaLigand method [151], which only allowed for protein side-chain degrees of freedom so far, has been extended by a stringent gradient-based minimization in the final step [152], now allowing side-chain and backbone torsions of the receptor to vary. Other approaches following the strategy of ensemble docking with subsequent receptor optimization have recently emerged [153,154]. Next, the accuracy of the docking tool used in the first step is critical for the stability of the MD trajectories and, consequently, for the success of the complex prediction. Finally, appropriate force field parameters for ligands are required that are compatible with biomolecular force fields. Those are available from, for example, the general Amber force field (GAFF) [155], which is compatible with existing Amber biomolecular force fields and has parameters for most organic and pharmaceutical small molecules.

3. ENERGETIC AND ENTRONIC CONTRIBUTIONS TO BINDING AFFINITY DUE TO RECEPTOR FLEXIBILITY AND MOBILITY

3.1. Energetic Contributions

Receptor flexibility and mobility are not limited to influencing only steric complementarity and, hence, direct interactions between the binding partners in molecular recognition. Rather, pronounced contributions to the binding affinity arise in a more indirect manner. As such, conformational variability of the receptor leads to a disfavorable reorganization energy upon binding. This contribution can be large, even for relatively well-preorganized binding sites. In binding free energy calculations of ligands binding to avidin and streptavidin, Lazaridis et al. obtained values between 9 and 36 kcal/mol [156]. Notably, these numbers are of the same order of magnitude as the binding free energies and should clearly be included to correct predicted binding affinities when it comes to flexible receptor docking [157]. In fact, in a recent assessment of 18 available scoring functions for their accuracy to predict binding affinities and to rank-order compounds by their affinity, it was found that most of the assessed scoring functions were much less accurate when a nonnative protein conformation was provided instead of the native one [158], perhaps due to missing reorganization energy contributions. Still, we note that these values are in general difficult to compute because they correspond to the small difference between large conformational energies of the bound and the unbound receptor. Further complications arise from the fact that the protein reorganization energy may not be the same even for slightly different ligands [156].
3.2. Entropic Contributions

Changes in the receptor flexibility upon complex formation, that is, changes in the internal degrees of freedom, lead to configurational entropy contributions. Usually, recognition sites that are in direct contact with the binding partner become less flexible, although influences on the flexibility of residues distant from the epitope are also seen. This can be explained in that perturbations at the binding site can propagate to remote locations by altering the dynamic network of interactions in proteins [159–161]. Conversely, it is increasingly recognized that complex formation may also lead to an increase in configurational entropy (which is related to an increase in flexibility of the system), compensating for the loss of translational and rotational entropy upon association [6,162–169]. For some cases, transfer of flexibility to other protein parts (within one binding partner) has been described, leading to a redistribution of protein configurational entropy, also potentially reducing the total entropy loss [38,39,170–173].

Computing configurational entropies is notoriously difficult [174–176], and the methods that belong to this category are harmonic analyses based on static structures [177–180] or covariance matrices obtained from MD simulations [181–183]. These are largely applied in the context of MM/PB(GB)SA calculations or related approaches, with varying success [174]. Other high-level methods for calculating receptor entropies are given by the “mining minima,” [184] “second generation mining minima” [36,185] and “mutual information expansion approximation” [186] methods, which, so far, have been applied to host/guest systems only. Finally, entropic contributions can also be obtained by decomposing free energies computed by free energy perturbation or thermodynamic integration approaches [187,188] into energetic and entropic components. The overall entropy difference then contains changes in the solvent entropy in addition to solute contributions. Dauntingly, when investigating different ways to do so on a test system of liquid water, van Gunsteren and coworkers concluded that “none of the considered techniques seems suitable to give a perspective for the calculation of the entropy of ligand–protein binding” [189]. As a major obstacle in that respect, the limited sampling of the configurational phase space has been identified.

All of the above methods are inadequate in terms of computational requirements for applications in lead finding and virtual screening. Faster but approximate approaches have been developed for application within scoring functions. In the majority of cases, ligand entropy changes are estimated as sums of constant terms penalizing the restriction of external and internal degrees of freedom of the binding partners, as originally introduced by Böhm [190]. More sophisticated approaches to treat ligand entropy contributions have been introduced in recent years [191–195]. Receptor contributions are still ignored by approximate approaches, however, except for empirical scales considering the restriction of side-chain motions within binding pockets [178]. Clearly, much more work is required in this area, as the above rigorous techniques reveal that receptor contributions should not be neglected.

4. SUMMARY AND OUTLOOK

Computational approaches in structure-based ligand design and in silico screening that address issues of protein flexibility and mobility have been reviewed. Motivated by the “conformational selection” model, according to which conformational states adopted by a holo protein may be found already by investigating conformational fluctuations of the apo structure, in a first step one detects what can move and how. MD simulations, graph theoretical and geometry-based approaches, or harmonic analysis-based methods are used for this. In most of the cases, these methods describe protein motions at a certain scale. Approaches that describe motions on multiple scales are notable exceptions; they usually combine two or more of the established “single-scale” techniques. We expect that further developments along the lines of multiscale modeling will be particularly fruitful. Subsequently, the knowledge about moving protein parts needs to be included into a
docking strategy. Three main routes of algorithmic development have been identified: (1) implicit consideration of plasticity; (2) modeling of side-chain motions; and (3) accounting for large-scale conformational changes including backbone motions. Only in the latter class, receptor motions at different scales can be accounted for, and we are awaiting further exciting developments here. While the impact of receptor flexibility and mobility on structure is well received by now, energetic and entropic consequences are largely neglected so far. Progress in this area is highly necessary, in particular, as considering receptor plasticity during docking yields ample possibilities for identifying false positive ligand candidates.
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