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Following the formalism used for the development of the knowledge-based scoring function
DrugScore, new distance-dependent pair potentials are obtained from nonbonded interactions
in small organic molecule crystal packings. Compared to potentials derived from protein—
ligand complexes, the better resolved small molecule structures provide relevant contact data
in a more balanced distribution of atom types and produce potentials of superior statistical
significance and more detailed shape. Applied to recognizing binding geometries of ligands
docked into proteins, this new scoring function (DrugScore®P) ranks the crystal structures of
100 protein—ligand complexes best among up to 100 generated decoy geometries in 77% of all
cases. Accepting root-mean-square deviations (rmsd) of up to 2 A from the native pose as well-
docked solutions, a correct binding mode is found in 87% of the cases. This translates into an
improvement of the new scoring function of 57% with respect to the retrieval of the crystal
structure and 20% with respect to the identification of a well-docked ligand pose compared to
the original Protein Data Bank-based DrugScore. In the analysis of decoy geometries of cross-
docking studies, DrugScore®P shows equivalent or increased performance compared to the
original PDB-based DrugScore. Furthermore, DrugScore®P predicts binding affinities convinc-
ingly. Reducing the set of docking solutions to examples that deviate increasingly from the
native pose results in a loss of performance of DrugScore®P. This indicates that a necessary
prerequisite to successfully resolving the scoring problem with a more discriminative scoring
function is the generation of highly accurate ligand poses, which approximate the native pose

to below 1 A rmsd, in a docking run.

Introduction

The generation and recognition of “relevant” binding
geometries is an essential prerequisite for successful
virtual screening. While the former (the “docking” prob-
lem) is considered to be solved in the case of rigid recep-
tors,b2 the latter (the “scoring” problem) still provides
a major challenge. In consequence, several new scoring
functions have been developed over the last two years3—?
and established ones have achieved improvement.10~12

The fastest growing is obviously the class of regres-
sion-based scoring functions,®~® in particular, because
their predictive power with respect to binding affinities
appears most promising. Nevertheless, the general
applicability of these functions strongly depends on the
training set. In the field of knowledge-based scoring
functions, besides the new function described here,
PLASS® was introduced recently. The group of empirical
functions has been enhanced by a new specific free
energy function for carbohydrate—protein interactions’
and by a method combining empirical and knowledge-
based approaches.® Finally, a scoring function based on
fast quantum mechanical calculations was introduced.®
As the number of scoring functions grows steadily, many
researchers focus more and more on improved evalua-
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tion protocols to assess scoring results or to perform
consensus scoring,!371% and an increasing number of
elaborate comparative evaluations of scoring functions
have been reported that are very supportive when se-
lecting the appropriate function for a given problem.17-21

In a comparative study of 11 scoring functions,?!
Wang et al. demonstrated that most of them do not
recognize the experimentally determined ligand geom-
etry as most favorable but succeed to retrieve a deviat-
ing pose as optimum. This indicates that scoring func-
tion minima do not necessarily correspond to those
found in crystal structures or that they are not tolerant
enough to cope with widely accepted geometrical devia-
tions from native poses. Accordingly, the native geom-
etry could be scored significantly worse.

Crystal coordinates are accurate to about 0.5 A in
position, and in docking, overall rms deviations of up
to 2 A are generally accepted as near-native. However,
with respect to drug design, it is highly desirable to
detect a ligand pose that matches the native geometry
as closely as possible (clearly less than 2 A rmsd). In
consequence, it is questionable whether pronounced
positional deviations should still be tolerated, in par-
ticular in view of the detrimental influence they may
have on predicting binding affinities.

When developing a knowledge-based function to score
protein—ligand complexes, the most obvious approach
appears to extract structural information from experi-
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mentally determined protein—ligand complexes. This
strategy has been pursued in DrugScore.?2-23 The infor-
mation retrieved from crystallographically determined
protein—ligand complexes as stored in the Protein Data
Bank (PDB)?* has been converted into distance-depend-
ent pair preferences as well as into singlet potentials
scaled by the solvent accessible surface area (SASA).
Hereby, the statistical significance of each compiled pair
potential strongly depends on the frequency of occur-
rence of the individual atom—atom pair contacts in the
database. In consequence, some interaction potentials
are less significant. In that respect, assuming that
nonbonded interactions in small molecule crystal pack-
ings are governed by the same physical principles as
the interactions between proteins and ligands, the
Cambridge Structural Database (CSD) provides a rich
source to learn about interaction geometries that are
not or only insufficiently available from crystallographi-
cally determined protein—ligand complexes. The idea
of like forces driving the formation of protein—ligand
complexes and small molecule crystalline assemblies is
supported by the fact that the same packing density is
found for both systems. Furthermore, several studies
demonstrate that the local interaction geometries in
small molecule crystals and protein—ligand complexes
agree convincingly well.25-28

In the present contribution, we present distance-
dependent pair potentials derived from small molecule
crystal data for scoring protein—ligand interactions
(DrugScore®SP). We show the substantial improvement
of the statistical significance of many pair potentials and
the superior performance of the CSD-based potentials
compared to that of the original DrugScore (Drug-
ScorePPB) in the recognition of near-native ligand bind-
ing modes and the mutual ranking with respect to
experimentally determined binding affinities.

Methods

Most of the methods for the derivation of pair potentials
applied here have been adapted from Gohlke et al.??

Distance-Dependent Pair Potentials. Following Sippl’s
approach,?’ specific interactions AW;; between atoms of type i
and j, located at a distance r, can be obtained from the
normalized radial pair distribution function g;i(r) and the
normalized mean radial pair distribution function g(r).

g, ZZ&J(’”

AW, (r) = —In : ;8(r) = —
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Here, g;j(r) was compiled from occurrence frequencies N of
atom pairs with types i and j

N; J(r)/47rr2
g =—"—
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where distances 1.0 < r < 6.0 A were considered. All other
parameters were chosen as defined in ref 22.

Scoring of Protein—Ligand Complexes. The specific
interaction (“binding score”) between two molecules I and
(e.g., a protein and a ligand) is calculated by DrugScore as
the sum of all occurring atom—atom interactions.

AW, , = ZZAWL- )
1€l je
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Figure 1. Exemplary crystal packing for the derivation of pair
potentials. Shown is a calcium—acetylacetone complex (refcode
BOLTIF). Molecules in the unit cell are denoted by letters. To
derive the pair potentials, only complex portions A;—A4 and
calcium ion Ajs are considered to be central molecules. Mol-
ecules C, E, and G as well as all other molecules in the crystal
packing form the interacting environment. Water molecules
(B, D, F, and H) were not taken into account. The dimensions
of the unit cell are indicated by blue lines. This visualization
was produced using PyMOL.3?

Small Molecule Data To Derive Pair Potentials. Pair
potentials for nonbonded interactions are derived from small
molecule crystal packing data as stored in the Cambridge
Structural Database®® by applying ConQuest®! as a query
engine. Only structures that have been determined by crystal
structure analysis and refined to an R-factor of less than 0.05
and are comprised of at least one of the elements C, H, O, S,
P, N, F, Cl, Br, I, Ca, Fe, and Zn are considered in the following
analysis. Structures that have been flagged as erroneous were
excluded, as were all structures with incomplete atomic
coordinates. Furthermore, structures containing bonding in-
formation incompatible with our assignment, e.g., hydrogen
bonds coinciding with a symmetry element or functional
groups involved in hypervalent complexes, were discarded.
Crystal packings of the appropriate size were generated for
each of the 28 642 CSD entries (for a comprehensive list, see
the Supporting Information) so that in all cases one central
molecule is fully embedded into a complete contact environ-
ment of neighboring molecules. Each molecule present in the
crystallographic asymmetric unit was used once to determine
nonbonded contact distances to all neighboring molecules in
the crystal packing. Accordingly, in case of multiple molecular
entries in the asymmetric unit (Figure 1), all other molecules
in the packing were included. Complexed metal ions were
treated as independent “molecules”. Uncomplexed water mol-
ecules, nonmetal ions, and molecules that contained less than
six heavy atoms were excluded from the sampling.

Potentials were derived for all DrugScore standard atom
types (similar to the Sybyl atom-type notation?): C.3 (carbon
sp®), C.2 (carbon sp?), C.ar (carbon in aromatic rings), C.cat
(carbon in amidinium and guanidinium groups), N.3 (nitrogen
sp®), N.ar (nitrogen in aromatic rings), N.am (nitrogen in amide
bonds), N.pl3 (nitrogen in amidinium and guanidinium groups),
0.3 (oxygen sp?), 0.2 (oxygen sp?), O.co2 (oxygen in carboxylate
groups), S.3 (tetrahedral sulfur), P.3 (tetrahedral phosphorus),
F (fluorine), C1 (chlorine), and Br (bromine). Calcium, zinc, and
iron were subsumed in the atom type Met. Additionally, the
atom type I (iodine) was introduced. To guarantee full compat-
ibility to DrugScore’PB, the following atom types were grouped
together: S.2 (bivalent sulfur) and S.3 as well as N.4 (posi-
tively charged nitrogen) and N.3.

Validation. We have assessed the performance of the
derived potentials by ranking docked ligand poses as well as
by comparing predicted to experimentally determined binding
affinities. We used the data set of protein—ligand complexes
published by Wang et al.?13* We selected this data set because
it served as a reference panel for the most comprehensive
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assessment of presently available scoring functions described
in the literature. Thus, it allows a very exhaustive comparison
with our results achieved on this data sample. The Wang data
set consists of 100 crystallographically determined complexes
for which additional ligand geometries have been generated
using AUTODOCK.?> Therefore, docking parameters were
adjusted to cover a broad range of geometries, such that also
poses strongly deviating from the experimentally determined
structures were obtained. Following this route, Wang et al.
produced data sets of 100 complex geometries considering
arrangements of up to 20 A rmsd from the crystal structure
in addition to the experimentally determined ligand poses.
Taking the measured affinity data as reference, they subjected
the entire collection of 100 complexes to 11 scoring functions.
In the present contribution, we follow a similar procedure to
validate DrugScore®SP. Another common benchmark to assess
the robustness of scoring functions is their application to score
ligand poses in a cross-docking run. Recently, Ferrara et al.
tested DrugScore’® among other scoring functions'® on a set
of six trypsin (1tni, 1tng, 1tpp, 1ppc, 1pph, and 3ptb) and seven
HIV-1 protease complexes (1ajv, 1gno, 1hih, 1hps, 1htf, 1hvi,
and 2upj). Up to 100 decoys for the parent complex and 100
cross-decoys using the geometry of the other protein complexes
with rms deviations between 0 and 20 A were generated by
molecular dynamics and subsequently minimized for all 85
possible protein—ligand combinations. In the present contribu-
tion, we performed a very similar validation using the complex
geometries generated by Ferrara et al.'® and applied Drug-
Score®SP to recognize near-native geometries in this cross-
docking test.

Results and Discussion

Information about nonbonded interactions derived
from small molecule crystal data is widely used for
analyzing and predicting protein—ligand interactions.
For example, propensity maps generated by the pro-
gram SuperStar3® allow prediction of “hot-spots” of
binding in protein pockets favorable for occupation with
certain ligand atom types. By comparing scatter plots
of interactions extracted from both PDB and CSD, Boer
et al.37 demonstrated the geometrical equivalence of
nonbonded interactions retrieved from both sources.
Similar findings have been discussed by Taylor.38:39
However, differences in the occurrence frequencies of
hydrophobic contacts between CSD- and PDB-derived
interaction data have been noticed.*? Here, we examine
the similarity of CSD-derived knowledge-based poten-
tials with respect to the original DrugScorePB poten-
tials and compare their predictive power with respect
to the scoring of protein—ligand interactions.

Properties of CSD-Based Pair Distributions. The
statistical significance of knowledge-based potentials
increases with the amount of data evaluated to assemble
the various atom—atom contact histograms. In our case,
about 500 pair interactions per histogram were consid-
ered to yield sufficiently smooth potential curves, which
means that each 0.1 A width bin is populated on average
by 10 contacts. Due to the large number of CSD entries
that have been enumerated to derive the 364 potentials,
79% (including iodine; 84% excluding I) of all potentials
are based on pair distributions that contain more than
500 contacts (Figure 2). In contrast to the occurrence
frequencies obtained from the PDB, which are inher-
ently biased toward interactions formed by atom types
present in amino acids (in particular C.3, N.am, and
0.2), the contact pair frequencies extracted from CSD
are based on a better balanced distribution across all
atom types found in druglike molecules. Also a sufficient
number of contacts is available for atom types that
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b) PDB

Figure 2. Occurrence frequencies of contacts between two
atoms of denoted types for (a) CSD-derived contact data and
(b) PDB-derived contact data (iodine was not examined here).
Sufficient contact numbers (=500) are marked green, orange
areas mark low contact numbers (<500), and red areas denote
contacts which do not occur in the database.

rarely occur in protein—ligand complexes but increas-
ingly matter in drug research and, accordingly, require
reliable scoring, such as fluorine,*! chlorine, bromine,
or sulfur in different coordination states.
Characteristics of Derived Pair Potentials. Fig-
ure 3 shows examples of pair potentials for interactions
between lipophilic atoms (C.3 and C.3), the charged
interaction between two atoms of types O.co2 and N.pl3,
and the interaction between chlorine and carbon (CI and
C.3). Potentials that are derived from a large population
of nonbonded contacts in both of the corresponding
databases show similar overall shapes and relative
positions of the minima, as is apparent in Figure 3 for
C.3—C.3 and 0.co2—N.pl3 pair preferences. Since the
resolution of the individual crystal structures stored in
the CSD is remarkably higher and, accordingly, the
uncertainties in atomic coordinates are lower, the
resulting pair potentials show steeper potential wells
compared to those of the PDB-based data. Furthermore,
second-order minima corresponding to interactions with
the shell of second-nearest neighbors are apparently
better defined, whereas the PDB-based potentials ap-
pear more blurred and seem to spread favorable inter-
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Figure 3. Distance-dependent pair potentials derived from
the CSD (#) and PDB (x) for (a) the hydrophobic contact
between atoms of types C.3 and C.3, (b) the polar/charged
interaction between atoms of types O.co2 and N.pl3, and (c)
the interaction between atoms of types Cl and C.3, which was
derived from a high frequency of contacts (49 705) in the CSD
case and from a rather limited number of contacts (317) for
the PDB data (see also Figure 2).

actions across a wider range of distances. In total, CSD-
based potentials show more pronounced extrema com-
pared to those of the PDB-based analogues. Not unex-
pectedly, differences in the general shapes of the
potentials originating from both databases are experi-
enced in those cases in which at least one of the
potentials is based on a low occurrence frequency of
contacts. For example, the potential given in Figure 3c
(C1-C.3) was derived from about 50 000 contacts ob-
served in 2312 crystal packings in the CSD. In contrast,
only 317 contacts were available from 11 database
entries in the case of the PDB data.
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To quantify the similarity of the different contact
potentials derived from either CSD or PDB data, a
similarity index introduced by Hodgkin et al.#? and
comparably applied by Nissink et al.4> was computed.
All mutual similarity indices were compiled in a simi-
larity matrix. This matrix shows high correspondence
for potentials that were derived from highly populated
distributions in either the PDB or the CSD, whereas
deviating potentials are mainly observed if the amount
of data extracted from at least one of the databases was
insufficient.

With respect to the hydrophobic effect mentioned
above, the CSD-based pair potentials reveal lower
probabilities for contacts between any of the C.3-, C.2-,
or C.ar-type atoms in comparison to the case of PDB-
based potentials. For example, considering a hydropho-
bic (C.3—C.3) contact at a distance of 4.1 A and a
hydrophilic (0.3—0.3) contact at 2.7 A, which cor-
respond to the first maxima in the distribution frequen-
cies normalized with respect to 4772, the hydrophobic
interaction as detected by the CSD potentials contrib-
utes only 18% to the total score, whereas, in the case of
the PDB potential, the hydrophobic contribution amounts
to 27%. This trend is also found throughout most
hydrophilic/hydrophobic interaction pairs, which means
that hydrophobic contacts contribute less to the total
score for the CSD-based potentials in comparison to the
PDB-based ones. An actual explanation for the observed
deviations is difficult to give; however, the phenomenon
has already been described by others.3” Possibly, the
difference in crystallization conditions might provide
some reasoning, as protein complexes are usually
crystallized from aqueous solutions, whereas in the case
of small organic molecules frequently nonaqueous sol-
vents are applied.

Reranking of Ligand Poses. Using DrugScore
based on CSD-derived pair potentials (DrugScore®SD),
for 77% of the 100 evaluated protein—ligand complexes
of the Wang data set, the experimentally determined
ligand geometries are ranked best out of the total set
including all 100 decoys. For the remaining examples,
the crystal structure is found in 11% and 2% of all cases
in the second or third rank, respectively. Thus, for 90%
of all cases, the crystallographically determined geom-
etries are found in the first three ranks. Allowing the
successful retrieval of docking solutions considered to
be “well-docked” (rmsd < 2.0 A) for 87% of the 100 test
cases, either the crystal structure or one of these well-
docked solutions is found in rank 1. This means that
the application of CSD-based potentials results in an
improvement of 57% with respect to the retrieval of the
crystal structure and 20% with respect to the identifica-
tion of a well-docked ligand pose compared to the case
of the original PDB-based DrugScore™®. A summary
of the scoring results in terms of different rmsd thresh-
olds is given in Table 1. We also tested DrugScore®SP
in a more “real-life” scenario where the crystallographi-
cally determined binding modes of the ligands have been
omitted. In this case, only those complexes were in-
cluded for which at least one docking solution was
present that showed an rmsd <0.5 or 2 A (16 or 91 out
of 100, respectively). In addition to these solutions, all
other decoys were taken into account. DrugScore®SP
finds in 88% or 66%, respectively, of these examples a
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Table 1. Retrieval Rate of Ligand Poses in the First Scoring
Rank®

success rate

rmsd  rmsd rmsd rmsd  rmsd

scoring function 00A <05A" <10A <15A <20A°

DrugScoretSP 77 82(88) 83 85  87(66)
Cerius2/PLP 52 58(75) 63 69 76 (70)
SYBYL/F-Score 38 47(63) 56 66 74 (68)
Cerius2/LigScore 48 58(88) 64 68 74 (60)
DrugScorefPB 49 58(81) 63 68 72 (65)
Cerius2/LUDI 23 33(63) 43 55 67 (64)
X-Score 25 33 (50) 40¢ 54 65 (64)°
AutoDock 8 19(69) 34 52 62 (66)
Cerius2/PMF 32 35(38) 40 46 52 (48)
SYBYL/G-Score 13 15(25) 24 32 42 (43)
SYBYL/ChemScore 7 8(6) 12 26 35 (34)
SYBYL/D-Score 3 3(0) 8 16 26 (29)
Lennard Jones 12—6¢ 57 61 (38) 65 66 68 (40)
Nepix® 100 100(16) 100 100 100 (91)

@ The table corresponds to Table 2 from ref 21. The success rate
is given as a percent with respect to all complexes analyzed,
allowing rmsd deviations as indicated. Scoring functions are
ranked by their success rates at rmsd values <2.0 A.  Percentages
in parentheses denote results obtained when excluding the crystal
structure geometry. ¢ Values differ from the results given in ref
21. 4 Scoring function is a standard Lennard-Jones 12—6 potential.
¢ Number of complexes that comprise docking solutions below the
given thresholds.

“well-docked” ligand geometry in the best rank. This
recognition rate is slightly better compared to that of
DrugScorePP® (81%) if only minor deviations (rmsd <0.5
A) are allowed. It is equivalent if deviations up to 2 A
are tolerated (66/65%). Cons1der1ng the 66% achieved
using a threshold of 2 A, it is remarkable that, for the
remaining 34% of the test examples, no dockmg solu-
tions are available in the data set that show rmsd values
<0.5 A. This result indicates that superior performance
of DrugScore®SP with respect to the PDB-based version
is particularly achieved if more accurate ligand poses
are present in the data set.

To further validate the influence of the quality of the
ligand poses on the recognition rate of well-docked
ligand geometries, we also removed all poses with an
rmsd =1 A. Accordingly, only cases with at least one
docking solution between 1 and 2 A rmsd have been
considered (90 out of 100 complexes). Under these
conditions, the recognition rate decreases to 54%. This
indicates that, for the 11 protein—ligand complexes of
the test sample, the recognition of a correct ligand pose
depends on the presence of a geometry with an rmsd
<1.0 A. Taken together with the above finding, generat-
ing highly accurate docking solutions, thus, is a neces-
sary prerequisite for reliably recognizing well-docked
poses.

Two recent studies report on the influence of steric
complementarity between the receptor and its natural
ligand for recognizing near-native structures among a
set of decoys,!®4* although it is noted that this effect
may be overemphasized by the way the validation data
sets of these studies were prepared.!® Hence, to test
whether evaluating steric complementarity alone is
sufficient to identify the crystal structure or one of the
well-docked solutions in rank 1, all ligand poses were
also rescored with a Lennard-Jones 12—6 potential
(parameters were taken from AUTODOCKS35). Interest-
ingly, in the case of identifying the native ligand pose,
using this approach yields the second best recognition
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Figure 4. Correlation between experimentally determined
binding free energies (kcal/mol) and binding scores of 100
protein—ligand complexes (Rs = 0.624).

rate (57%) of all scoring functions investigated (Table
1), which again confirms the role of steric complemen-
tarity in these experiments. Convincingly, however, the
recognition rate obtained by DrugScore®SP is higher by
20%. This indicates that the success of the new scoring
function can be attributed to not only a better repre-
sentation of steric interactions due to the increased
steepness of the potentials compared to the case of
DrugScorePPB but also the better description of chemical
complementarity provided by these potentials. In the
case of recognizing well-docked solutions, both Drug-
ScorefPB and DrugScore®SP outperform the Lennard-
Jones potentials, a fact that becomes particularly pro-
nounced if the crystal structure geometries are excluded
from the decoy sets. In the latter case where ligands
sterically fit into the receptor pocket in a less-than-ideal
manner, the knowledge-based scoring functions, thus,
appear to be more robust.

Cross-Decoy Analysis. The obvious importance of
steric complementarity on the recognition rate of the
crystal structure or near-native geometries questions
the sole use of self-docking experiments to assess the
quality of a scoring function in this context. In addition,
the reduced recognition rate of near-native geometries
compared to those of the crystallographically deter-
mined ones raises the question of whether the enhanced
steepness of the CSD-derived potentials parallels in a
loss of scoring power once less precise geometries are
used. To analyze such influences, the test data gener-
ated by Ferrara et al.!® on six trypsin and seven HIV
protease complexes has been scored by DrugScore®sSP,
It shows equivalent or increased performance compared
to the original DrugScoref® with respect to successfully
scoring either trypsin or HIV protease decoys (diagonal
in Figure 5) or cross-decoys (off-diagonal data in Figure
5). The overall rmsd of the retrieved geometries with
respect to the corresponding crystal structures is better
for DrugScore®SP in both cases. This underlines the fact
that DrugScore®SP recognizes more reliably near-native
geometries, provided they are present in the sample. For
trypsin, the more rigid reference enzyme in this test,
DrugScore®SP performs in a more balanced way com-
pared to DrugScore" ® and succeeds in 80% of the cross-
decoys. No geometry deviating by more than 2.9 A rmsd
was placed in the best-scored rank throughout all
combinations, which is a remarkable result and was not
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Figure 5. Rmsd (in A) of the lowest energy configuration from
the native structure for the all-pairs decoys of trypsin (top)
and HIV-1 protease (bottom) as found by DrugScore®SP (left)
and DrugScore®P® (right). The abscissa and ordinate represent
the different receptors and ligands, respectively. The average
recognition rates for the decoys (diagonal elements) and cross-
decoys (off-diagonal elements), expressed in terms of a per-
centage of complexes for which the lowest energy decoy
deviates <2 A rmsd from the crystal structure, are indicated
above the plots. This figure corresponds to Figure 6 from ref
18.

achieved by CHARMm or Chemscore.!® For both of the
unsatisfactorily performing HIV complexes with respect
to the recognition of the decoys (1gno and 1htf), it must
be noted that a considerable portion of the ligands
interact with neighboring protein molecules in the
crystal packing. These additional contacts have not been
considered in the analysis performed by Ferrara et al.
As a consequence of the disregarding of these additional
contacts, both DrugScore®P and DrugScorePB select
better-buried decoys in the first ranks.

Assessment of Binding Affinities. Correctly rank-
ing different ligands with respect to their binding
affinities toward a given target still provides one of the
major challenges in structure-based drug design. To
demonstrate the predictive power of DrugScore®SP with
respect to affinity prediction, a Spearman’s rank order
correlation coefficient Rs was calculated for the correla-
tion between experimentally determined binding affini-
ties and computed scores for all 100 test examples. Rg
is the nonparametric analogue of Pearson’s correlation
coefficient, and nonparametric correlation is considered
to be more robust than linear correlation.*> An Rg value
of 1 indicates a perfect correlation, and an Rg value of
—1 a perfect anticorrelation. DrugScore®SP correlates
binding affinities and binding scores well (Figure 4) and
yields an Rg of 0.62, which is slightly better than the
result obtained by DrugScoref®® (Rs = 0.59). A com-
parative summary of Rg values for different scoring
functions is given in Table 2. It is interesting to note,
however, that already the correlation between molecular
weight and experimentally determined affinities yields
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Table 2. Correlations between Binding Scores and
Experimentally Determined Binding Affinities®

Spearman correlation coefficient (Rg)

based on

the experimentally the best-scored

scoring funtion observed conformations  conformations
X-Score 0.660 0.698
DrugScoretSP 0.624 0.622
Cerius2/PLP 0.593 0.609
DrugScore?PB 0.589 0.603
SYBYL/G-Score 0.570 0.534
SYBYL/D-Score 0.476 0.491
SYBYL/ChemScore 0.432 0.437
Cerius2/LUDI 0.431 0.458
Cerius2/PMF 0.370 0.368
Cerius2/LigScore 0.368 0.421
SYBYL/F-Score 0.287 0.257
AutoDock 0.118 0.425

@ This table corresponds to Table 6 from ref 21 and was
recalculated using the data provided in the Supporting Informa-
tion. Scoring functions are ranked with respect to correlation
coefficients that are calculated by using the experimentally
observed conformation of each ligand. The italicized values show
correlations worse than a pure correlation with the molecular
weight of the ligands (Rs = 0.56).

an Rg of 0.56 (actually an anticorrelation of —0.56 due
to the positive values of the molecular weights in
contrast to the negative values of the affinities). Hence,
for the given data set, affinity predictions purely based
on the ligand’s molecular weight give in fact better
results than many scoring functions listed in Table 2,
which is a striking and, however, also puzzling observa-
tion.

Summary and Conclusions

Using the concept and formalism of DrugScore,?223 a
new variant, named DrugScore®SP, has been developed.
It is based on contact data found in the crystal packing
of small organic molecules. Apparently, the better
resolved small molecule structures provide relevant
contact data in a more balanced distribution and
produce potentials of superior statistical significance
and more detailed shape.

Application of these potentials to a data set of 100
protein—ligand complexes (each represented by the
experimentally found geometry and up to 100 decoy
docking poses maximally deviating up to 20 A rmsd from
the crystal reference) demonstrates the considerable
improvement of the new function. As such, Drug-
Score®SD is capable of retrieving from the test sets the
crystal structure as the best solution in the majority of
all cases (77%). The superior performance of Drug-
Score®SP diminishes once the crystal geometry and an
increasing fraction of the near-native solutions are
excluded from the test sets. This indicates the existence
of the requirement to generate accurate docking geom-
etries to achieve good recognition rates of relevant
binding modes. Accordingly, in contrast to the professed
opinion that in docking the geometry problem has been
resolved to a sufficient extent and the scoring problem
remains as an open question,2 the present study shows
that both are intimately related. The scoring problem
can only be increasingly alleviated if better and more
relevant binding poses are produced by docking pro-
grams. Accordingly, the usually accepted accuracy limit
of a 2 A deviation for the recognition of a near-native
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docking solution seems by far too large to perform
subsequently a reliable scoring on such crude geom-
etries, at least if scoring functions of the present fine-
grain type are used. As such, the enhanced recognition
rate of near-native poses most likely results from the
rather steep, well-structured and better-discriminating
CSD potentials. Accordingly, it appears most advisable
to drive docking solutions as close as possible to the
native geometries by minimizing them with respect to
a scoring function such as DrugScore®SP. Nevertheless,
it has to be stressed that DrugScore®SP shows by far
the best retrieval rate yet reported for any scoring
function in recognizing either the native crystal geom-
etry or any pose deviating by less than 0.5 A among a
sample of decoy poses. Considering the fact that crystal
structures are affected by coordinate errors of about
0.3—0.5 A of deviation, the latter slightly deviating poses
can be assumed to be equivalent to the crystal structure.
The analysis of decoy geometries in our cross-docking
study on trypsin and HIV-1 protease again indicates
that the CSD potentials are comparable to or even better
in performance than the original PDB ones, once less
accurate geometries affected by larger positional un-
certainties of atomic coordinates are considered.

In addition, DrugScore®sP shows convincing predictive
power with respect to binding affinity predictions. In
contrast to DrugScorefPB, the DrugScore®SP function
does not evaluate singlet potentials. We examined a
formalism equivalent to the one applied in the original
DrugScoreP B, However, no significant improvement in
the predictive power was observed. As a consequence,
we neglect such potentials. This results in a significant
reduction of the computational requirements (factor of
15). Across the considered test data set of 100 com-
plexes, DrugScore®SP? shows good performance (only
superseded by X-Score) and displays improvement with
respect to DrugScorePP® in binding affinity predictions.
However, such considerations highly depend on the
composition of the evaluated data set. Taking only the
molecular weight of the ligands as a descriptor to
estimate the binding affinity, a fair correlation can
already be obtained for this data set. Interestingly
enough, the molecular weight performs better than
many of the applied scoring functions listed in Table 2.
Accordingly, future developments of scoring functions
must consider this fact (and include test sets showing
anticorrelation with respect to molecular weight) in
order to avoid a simple size dependence of scoring
functions. Otherwise, in a virtual screening application,
such scoring functions will tend to retrieve preferentially
larger ligands (which possibly turn out to be weak
binders) and fail to capture small but actually strong-
binding ligands.
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